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ABSTRACT

The output of a 20-year integration of an annual cycle (AC) version of the NCAR Community Climate
Model in which the external conditions went through 20 prescribed identical annual cycles is used to study
month-to-month persistence of anomalies in monthly mean atmospheric circulation fields on a global and a
hemispheric scale, Of all fields considered, the height fields (1000~300 mb) are the most persistent and the
transient eddy flux fields the least persistent. Persistence in height field anomalies is largest in winter and small
throughout the rest of the year. For the area north of 20°N, a comparison is made with the persistence of
monthly mean height and temperature fields observed in the real world (RW) during a 28-year interval. On a
pooled all month-pairs basis, RW height anomaly fields are significantly more persistent than those appearing
in AC but, from a practical point of view, the difference is small. The differences in persistence are larger for
temperature anomalies (500-1000 mb thickness) than for height. Differences between RW and AC monthly
persistence over the area north of 20°N are largest in summer when the RW has a local maximum in persistence.
On the assumption that the model and atmosphere have the same internal dynamics, the differences just described
can be attributed to the interaction of the atmosphere with external or boundary conditions (e.g., ocean surface
temperatures), which was purposely omitted from the AC integration. Interaction with the lower boundary in
summer seems, therefore, to be quite important to explain the observed level of month-to-month persistence
in circulation anomalies. In winter, however, the internal dynamics of the atmosphere alone produces the
required observed level of month-to-month persistence. The output of a 15-year integration of the same model
in which the sea surface temperature, on a global scale, had realistic interannual variability, is used to interpret
further the differences between RW and AC. .

As a by-product of this study we have calculated the spatial degrees of freedom (dof) associated with time
mean anomaly fields. The dof for global monthly mean anomaly height fields in the AC model are quite low,
i.e., 25-35 on a yearly pooled basis. Over the area north of 20°N, the dof associated with monthly mean anomaly

peight fields of the AC model and the RW are quite close, varying from 15-20 in winter months to about 40
in summer.
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1. Introduction

Although the frictional and radiational damping
time scales of the earth’s troposphere are supposed to
be only 5 to 10 days, there appears to be a substantial
level of variability at time scales longer than 10 days
(see, for example, Blackmon et al., 1984). According
to Blackmon et al., there are vast areas in the Northern
Hemisphere where more than half of the total variance
in the winter 500-mb height field passes through a 30-
day mean time filter.

There may be two complementary reasons for low-
frequency variability. First of all, the dynamics may
produce free instabilities of sufficient growth rate and
low enough frequencies (Simmons et al., 1983); sec-
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ondly, forcing by persistent anomalous features at the
earth’s surface may determine the time scale of forced
anomalous flow in the atmosphere. The relative role
of these factors is the subject of many studies and is
intimately related to the question whether or not there
exists, at long time scales, dynamic predictability
(Shukla, 1981), predictability due to lower-boundary
forcing (Opsteegh and Van den Dool, 1980) or a com-
bination of both.

One strategy to isolate the influence of the lower
boundary would be to run a credible atmospheric
model in two different modes. In the first mode, the
boundary conditions are specified and fixed at their
normal values; in this run only the dynamics can be
made responsible for variance at low (or any) fre-
quency. In the second mode, the lower boundary is
changing interactively, thereby potentially forcing
anomalies in the atmosphere at time scales typical for
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the lower boundary (e.g., a few months for the ocean’s
surface temperature anomalies). However, since fully
coupled global ocean/atmosphere models are still in
the rudimentary development stage, we will replace
the second mode by a suitable set of observations of
the real world. This substitution has the potential dis-
advantage that we may study not only the differences
caused by possibly different treatment of the lower
boundary but also differences caused by different dy-
namics of the model (compared to the real world). For
the purpose of this study, we assume that the model
internal dynamics and the persistence it produces are
the same as in the real atmosphere.

In this paper we will concentrate on one particular
aspect of low frequency variability, namely, month-to-
month autocorrelation of anomalies in monthly means.
Anomalies are defined as the departure of an individual
monthly mean from a long-term mean for that month.
The study of this type of persistence has a long tradition
(see Namias, 1952, for example), mainly because it
pertains directly to the practical prediction question.
Here we examine month-to-month persistence in con-
junction with ongoing efforts to compare the interan-
nual variability of monthly or seasonal means in mod-
els to the real world (Manabe and Hahn, 1981; Chervin,
1986). For certain conditions there is a close corre-
spondence between the variability of time means and
the lag correlation of time means. Assume, for example,
that the monthly mean anomaly of x (i.e., X) is gov-
erned by a stationary process given by

1)

where i is the month’s number, p is month-to-month
correlation (independent of i), the expected value of
X, (X), is zero and ¢; is a random number with (¢;)
= 0 and (¢?) = o> It is easy to see that the variance
of x is given by

X1 = pXi+ €

(&) = /(1 = p?). (2a)

In other words, the larger p the larger <f,-2> and vice
versa (leaving ¢ unchanged), a result which, at first
sight, seems to be counterintuitive. This enigma can
be explained by the realization that although a high
level of month-to-month persistence will necessarily
reduce the variability within a season, more extreme
monthly anomalies become possible with large p, and
hence, large interannual variability can be achieved.
Of course, X may not quite be governed by (1) and to
that extent autocorrelation and variance provide com-
plementary information.

Strictly speaking, (1) applies to a set of sequential
months. In the real world p and e are likely to be sea-
sonally dependent and (1) is no longer a stationary
process. Therefore, it seems necessary to stratify the
data by the calendar month () and to study variability
of x; for each month separately. One may still think of
X; generated by

Xit1 = PmXi + €im (1a)
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where m cycles through the integers 1-12, and p,, and
¢;,m are now a function of m. The variant of (2a) then
takes the form

<-fi+12> = pm2<fi2> + Umz (2b)
where { ) refers to the expected value for i = m, m
+ 12, m+ 24, - - -, i.e., the interannual variability of
the monthly means separately for each month m, m
=1, 2, -+, 12. To the extent that {X?) does not
change too much from m to m + 1, (2a) remains valid
and therefore large autocorrelation implies large inter-
annual variability. Obviously (2a) is more valid in
summer and winter (when p and ¢ vary little) than in
spring and fall, and for lags longer than 1 month (2a)
loses its applicability.

In this paper we study the level of month-to-month
persistence of monthly mean atmospheric anomalies
both in the real world (RW) and in an extended run
of an annual cycle version of the Community Climate
Model (CCM) developed at the National Center for
Atmospheric Research in Boulder (see Chervin, 1986,
for details). The model data are derived from a 20-year
annual cycle (AC) run in which solar insolation, sea
surface temperature (SST), sea ice and snow cover go
through identical prescribed annual variations each
year. In this experiment only the internal dynamics of
the model can produce low-frequency variance. None
of the surface fluxes feed back on the state of the ocean
surface.

Subsection 2a will describe the RW data, as well as
(briefly) the model that produced the AC data. In sub-
section 2b, definitions are given for pattern correlation
and temporal correlation coeflicients which will both
be used as measures of month-to-month persistence.
We will also discuss there a method to estimate the
number of spatial degrees of freedom from the standard
deviation of the pattern correlation coeflicient. The re-
sults in a yearly pooled sense will be discussed in sub-
section 3a. In subsection 3b-3c, we present the seasonal
aspects and cases of extreme persistence in the model.
The geographical distributions of month-to-month
persistence based on AC and RW are presented in sub-
section 3d and autocorrelation at lags longer than 1
month in the AC data is discussed in subsection 3e.

Both the overall level of persistence and the season-
ality of persistence (in the model) enable us to test (re-
ject, accept or improve) the explanation for month-to-
month persistence in the real world as proposed by
Van den Dool (1983). In that paper all emphasis was
on the stationary atmospheric response to steady
anomalous forcing. The idea is that for long enough
time scales the atmosphere is in equilibrium with steady
anomalous forcing and therefore the cause of persis-
tence in the atmosphere should be in the presence of
such steady anomalous forcing. Since the AC run has
no steady anomalous forcing we have to expect that in
this model the level of persistence is lower than that
in the real world. The seasonality in month-to-month
persistence was explained in Van den Dool (1983) from
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linear dynamic theory. The atmospheric stationary re-
sponse to steady anomalous forcing was found to be
most persistent when the climatological background
flow changes least, which is from January to February
and July to August. In the AC run, there is no reason
to expect such a seasonality since there is no steady
anomalous forcing,

2. Data and analysis
a. Data

We will use or refer to results of calculations based
on many different data sets. On the observational side,
we have 33 years of monthly mean 700 mb heights
based on twice daily analyses made at the National
Meteorological Center, Washington, DC. The period
is January 1949-January 1982 and we will use data
available north of about 20°N. All results based on this
data set to be discussed in the present paper can more
extensively be found in Van den Dool and Livezey
(1984). We will also use 28.5 years of monthly mean
500 mb, sea level pressure and 500-1000 mb thickness
maps based on daily analyses provided by the German
Meteorological Service at Offenbach (FRG). This pe-
riod is January 1949 to July 1977, the area is north of
20°N (data coverage not complete in the earlier years)
and most of the results based on this data set have
already been published (Van den Dool, 1983). Together
these two data sets give an impression of the lower
“troposphere in the subtropical to high latitudes of the
Northern Hemisphere; these two data sets will, nev-
ertheless, loosely be referred to as the real world (RW).

On the General Circulation Model output side, we
have a 20-year annual cycle (AC) run. The version of
the Community Climate Model used to generate the
data is described in Chervin (1986). The model has
global coverage, nine s-layers in the vertical, a rhom-
boidal resolution truncated at wavenumber 15, and
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interactive clouds. All external factors (solar radiation,
SST, snow and sea ice cover, chemical composition of
the atmosphere) went through 20 prescribed identical
annual cycles. Over the oceans the surface temperature
is prescribed (infinite thermal inertia); over land (and
sea ice) the surface temperature is calculated from an
energy balance equation in which the thermal inertia
is set equal to zero. The details about the original CCM
can be found in Pitcher et al. (1983) and references
thereof. The following AC data were used: 20 years of
anomalous monthly mean distributions of many vari-
ables (at various levels) on a 48 by 40 longitude/latitude
grid. The particular fields we will study here are listed
in Table 1. All data were detrended; i.e., for each
monthly mean quantity, each level and each grid point
a straight line (a least-squares fit to 20 data points) was
subtracted from the AC data. Of all the quantities listed
in Table 1 we can use only the height fields for a per-
tinent comparison to RW data and for the restricted
area of ¢ = 20°N only. For all other quantities and
areas we have just the model output.

_ One difference in treatment of AC and RW data has
to be mentioned here. The AC data were detrended
while the RW data were not. Further analysis of RW
data over the period 1963-77 (not shown here) shows
that the results to be discussed in the present paper are
insensitive to detrending the RW data; furthermore,
results for 1963-77 and 1949-82 are quite close.

b. Analysis

There are (at least) two ways to express the degree
of similarity in anomaly patterns occurring in adjacent
months, namely, the pattern correlation (PC) and the
temporal correlation (TC).

A temporal correlation between time series X and
Y can be defined by -

1

IV - TXTY

N2

TCpmaX, ¥) =

where X and Y are defined on N points in time and
" the summation is over N points in time; the indices 7,
m and 7 refer, respectively, to a particular grid point
in space, a particular month and the lag separating the
two time series (in units of months). For example, se-
lecting 20 Januaries and 20 Februaries (m = 1, 7 = 1)

[3zr-mer|izr-mer]

iz 3)

monthly mean 500 mb heights at 50°N, 0°W (n) yields
two time series from which TC,,;, can be calculated.
In summary, a TC is a function of month, lag and the
position in space.

An alternative way is to employ the pattern corre-
lation
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TABLE 1. Description of monthly mean anomalies extracted for
further analysis from the 20-year AC run.

Level
Quantity (mb) Symbol

Zonal wind 300 U3
Temperature 700 T7
Meridional flux of zonal momentum

by transient eddies 300 CUV3
Meridional flux of temperature by

transient eddies 850 CVT85
Standard deviation of zonal wind

within the month 300 SU3
Standard deviation of meridional wind

within the month 300 SV3
Height 950 Z95
Height 700 Z7
Height 500 - Z5
Height 300 Z3
Energy flux at earth atmosphere

interface ENETS

where X and Y are each defined on a spatial grid on
time levels separated by a lag 7, the summation is over
space, w, is a weight for the area represented by the
nth gridpoint [w, = cos (latitude)], W = = w,, and the
indices j, m, 7 stand for the year, month and lag, re-
spectively. For example, selecting the January and
February 500 mb height fields on a global scale in year
1, one can calculate PC, ;,,. The PC is a function of
year, month and lag.

The PC and TC are theoretically close if we average
PC over all years and TC over all gridpoints, provided
that we put w, equal to 1 everywhere and provided
further that there are no trends (in time) in the data.
At each grid point a linear trend line was calculated
and subtracted from the AC data. This cures the trend
problem to a large extent but since it is arbitrary to
assume that the trend is linear—or anything else—
some doubt will continue to be cast on the TC calcu-
lation. The PC is much less sensitive to trends and
actually changes very little from raw to detrended data.

Since we have calculated a large number of corre-
lation coefficients, say PC; ;, (Z5, Z5) forj = 1, 20, we
can consider the distribution of these coefficients. For
an expected value (PC) = 0 and normally distributed
PC’s, the standard deviation of the PC’s should obey
(Panofsky and Brier, 1968)

sd = (N, — 2)2, (5)

where N, is the number of spatially independent grid
points or the degrees of freedom (dof). Since. we can
calculate a sample value of sd we will infer from (5)
what N, apparently is and derive in this indirect way
important climatological information about the typical
spatial scale of anomalies appearing on either observed
or model-generated monthly mean anomaly maps. As
we will see below, (PC) ~ 0.1 rather than 0 but 0.1 is
small enough to derive estimates of dof from (5). It
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should be pointed out that dof is not uniquely defined
and in this case it has its meaning in connection with
the “standard error” of estimate of a correlation coef-
ficient. Other definitions of dof are possible in con-
nection with standard errors of other quantities.

The PC can be analyzed over any given domain and
we will show results for four different arcas, namely,
1) global, 2) ¢ = 20°N, 3) Northern Hemisphere (NH),
and 4) Southern Hemisphere (SH). Area 2 is the one
where we can make a comparison with observational
studies, and we will therefore pay most of the attention
to that area in the remainder of the paper.

3. Results
a. Yearly pooled results of AC run

For each quantity (U3, ..., ENETS) and for each
area (1, ..., 4) there are 239 pairs of adjacent ( = 1)
monthly mean anomaly patterns that can be compared
using the PC. Ignoring all seasonality in the results,
Table 2 gives for each quantity and each area the av-
erage (ave) of the PC (over 239 cases), the standard
deviation (sd) of individual PC’s around the mean, and
the implied degrees of freedom (dof) using (5).

As can be seen from Table 2 all PC’s are positive on
average for all areas and quantities. Evidently, the in-
ternal dynamics of the CCM produces a certain degree
of persistence in anomalies on the monthly time scale.
However, the level of persistence is quite low and never
exceeds PC = 15%. The results seem to be fairly con-
sistent from one area to the next. We hesitate to at-
tribute much significance to the fact that anomalies in
the CCM’s Southern Hemisphere are more persistent
than in the Northern.

Stratifying the quantities in decreasing order of per-
sistence, one finds Z95, Z7, Z5, Z3, U3, T7 as some-
what persistent and CUV3, CVT85, SU3, SV3 and
ENETS as least (virtually not) persistent. This is a
curious result because within the framework of steady
state modeling the latter group represents forcing terms,
whereas the former group represents response quan-
tities. Apparently it is possible to have persistence in
height field anomalies without the forcing being the
controlling factor in determining the time scale of these
height field anomalies. This clearly points to the inter-
nal dynamics being responsible for at least part of the
low-frequency variability in the CCM and by impli-
cation one is forced to wonder whether this may also
be true in the RW.

The question arises whether the average PC’s differ
significantly from zero. Our a posteriori test is clarified
by the following example. For Z3 we find PC = 12.41
and sd = 16.92 for area 1 (globe); see Table 2. Therefore
the sd of the mean PC should be sdm = 16.92/V239
= 1.09 assuming further that the 239 PC’s are inde-
pendent. Clearly 12.41 is a large number of sdm’s away
from zero. Following this procedure we have marked
(with an asterisk) all. PC’s in Table 2 that are two or
more sdm’s away from zero. There can be little doubt
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TABLE 2. Pattern correlations (%) at 1 month lag for anomalies in monthly mean patterns of various quantities occurring in the AC run.
For each area and each quantity the average (over 239 cases), the standard deviation and the implied degrees of freedom are given. Values

refer to year-round results.

Area Quantity U3 T7 CUV3 CVT85 SU3 Sv3 795 z1 Z5 Z3 ENETS

Globe ave 8.99*  7.59* 1.51* 0.69 1.37* 3.02% 12.59%  12.94%  12.22* 1241 4.07*
sd 1287 1242 5.61 9.59 6.11 6.76 19.55 19.74 18.10 16.92 10.59
dof 62.33  66.85 319.74 110,68 269.61 220.66 28.16 27.66 3252 36.92 91.14

¢ = 20°N ave 8.02*  7.85* 0.67 1.25 0.89 3.69* 856 9.55* 9.43*  9.68* 4.48*
sd 19.03 17.81 9.64 11.45 993 | 11.80 2451 2495 2321 2321 16.47
dof 29.60 33.53  109.52 78.22 103.41 73.80 18.64 18.07 20.56 20.56 38.86

Northern ave 8.04*  8.23* 0.72 1.17 0.99 3.07*  9.45* 10.04* 9.54* 10.31* 3.98*
Hemisphere sd 16.56 17.29 8.22 11.13 8.43 9.64 2364 2431 2323 2343 13.76
dof 3848 3545  150.00 8275 14283 109.62 19.89 1892 20.54 20.21 54.83

Southern ave 9.50*  6.68* 2.56* 0.75 1.79* 3.14%  14.78* 14.92* 13.94* 13.74* 3.73*
Hemisphere sd 1551  14.27 7.64 10.58 7.95 867 2506 2551 2339 2175 11.30
dof 4357 5112 173.31 91.27 [ 160.41 13516 1793 17.37 2028 23.15 80.30

* Differ more than two standard deviations (standard deviation of average over 239 cases) from zero.

that the height, temperature and wind fields have non-
zero | month autocorrelation. To the extent that the
239 PC’s are not independent, sdm will be larger but
probably not large enough to invalidate the above con-
clusions.

The dof N, implied by (5) are surprisingly small.
Even on a global scale there are only 25-35 dof in
monthly mean height fields. This reflects the large spa-
tial extension of height anomalies at all levels. More
“spotty” fields such as the eddy momentum flux seem
to have several hundreds of dof associated with them.
Note that dof are not strictly additive; dof for the
Northern and Southern hemispheres do not add up
exactly to dof for the globe. This result is a consequence
of the fact that the two hemispheres are not indepen-
dent. :

In Van den Dool (1983), calculations identical to
the ones given herein but based on RW data were dis-
cussed. In Table 3 the appropriate comparison between
RW and AC is made for Z5, Z95 (sea level pressure in
Van den Dool) and thickness Z5-Z95 (Z5-Z10 in Van
den Dool); the area is ¢ = 20°N. In view of the argu-
ment put forward in the Introduction, it is reasonable
to expect more persistence in the RW than in the AC
run. This turns out to be the case for all three quantities
studied, most convincingly so for the thickness patterns
(20% in RW versus 7% in AC). Taking conservative

values for sd (25) and the number of independent cases

(200), we note that the difference between two mean
PC’s has an expected value of 0 (null hypothesis) and
a standard deviation sdd = 25 V2/V200 = 2.5. Applying
a one sided z-test, the difference in PC for AC and RW
is significant at the 5% level for the height fields and
highly significant (<0.5% level) for the thickness fields.
Nevertheless, from a practical point of view it is fair
to say that height anomalies in the AC run are hardly
" less persistent than those in the real world.

One may argue that taking straight averages over a

collection of 239 correlation coefficients is not the ap-

propriate thing to do. (See Faller, 1981, for example.)
An alternative may be to consider a summation over
explained variance retaining sign; 4
239

PC?2=-— > PCiuabs(PC) (6a)
i=1

and to subsequently take a square root while main-
taining the sign. Since the PC/’s are close to zero this
procedure yields PC only a little higher than that ob-
tained from ’

I
(%

__ 1

‘PC=-2-§§

™

PC,. (6b)

i=1

Moreover (6a) is arbitrary in its own way and it is no
longer obvious how.to infer dof. Therefore, we discuss
results based on straight averages while realizing that
this procedure gives a conservative impression of the
true autocorrelation.

b. Seasond[ity

Figure 1 shows the degree of persisteﬁoe in Z5, Z95
and Z5-7Z95 over the area north of 20°N as a function

TABLE 3. Average pattern correlation for the area ¢ = 20°N at
1 month lag for the AC and RW runs. [The third column gives the
difference of AC and RW expressed in units of standard deviation
(of the difference between two means); i.e., the Student’s t quantity.]
Values are for the whole year.

AC RW
Quantity ave sd ave &l (AC — RW)/sdd
VA 94 23 140 22 1.8*
Z95 (pg) 86 25 130 23 : 1.8
25-795(Z5-Z10) 69 19 200 20 5.2%
Total cases 239 342 :

* Significance of the one-sided ¢-test at the 5% level.
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FIG. 1. Month-to-month pattern correlation coefficients (in percentage) of anomalies
in monthly mean fields of 500 mb height (Z5); surface pressure (py or its proxy Z95)
and 500-1000 mb thickness (Z5-Z10, or its proxy Z5~795) as a function of the time
of year. The solid line refers to the real world (RW), the dashed line to the annual cycle
GCM run (AC). The area considered is ¢ > 20°N. The graphs represent averages over
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29 individual cases in the RW (1949-77) and averages over 20 individual cases in the

AC (20 model years).

of season for both the AC run and the RW. For each
pair of months, 20 individual PC values are averaged
pertaining to the AC run (dashed line). The RW graphs
(solid line) show the averages over 29 cases. It is im-
mediately clear that for all three quantities considered
the AC run has little persistence throughout most of
the year (5 < PC < 10) and it is only in winter that
the PC reaches values of about 20. In contrast, the RW
curves have two maxima, one in summer and one in
winter, both of which are broad and not very much
peaked. In all months of the year, thickness anomaly
patterns in RW are more persistent than in AC, the
difference being largest in summer. In 9 out of 12
months, sea level pressure and 500 mb height anom-
alies are more persistent in RW than in AC. Figure 1
yields strong evidence that indeed there is more per-
sistence in RW than in AC, especially in summer and
in temperature fields. Therefore, we are inclined to be-
lieve that, indeed, interaction with the lower boundary
is needed to fully explain the month-to-month persis-
tence in RW. However, in winter and in the height
fields in particular the dynamics of the CCM alone are
sufficient to explain the level of persistence observed
in RW. Although these conclusions seem straightfor-
ward, of course, they lose their validity if the dynamics
of the CCM and the RW are different.

Table 4 gives more quantitative information on the
difference between AC and RW. For each pair of
months one can find the average, the standard devia-
tion, the implied dof according to (5) and the difference

of RW and AC expressed in the standard deviation of
the difference between two means. The latter quantity
is formed to apply a ¢-test and the asterisks are used to
denote that persistence in the RW is significantly (at
the 5% level according to the one sided -test) larger
than in the AC. As can be seen, RW height fields are
significantly more persistent in only 4 out of 12 months
while the RW thickness fields are significantly more
persistent in 10 out of 12 months, the difference being
most impressive in summer,

An interesting feature of Table 4 is that the standard
deviations of the PC in the AC run and the RW are"
quite close and show the same dependence on season.
Converted via (5) into dof, this implies that, both in
the model and in the RW, height anomalies north of
20°N have more dof in summer (up to 40) than they
have in winter (down to 15). This agreement gives cre-
dence to the capability of the CCM to generate monthly
mean anomalies of the right spatial scale. Our calcu-
lation of dof for monthly mean data are in fair agree-
ment with Livezey and Chen (1983) who found around
35 (55) dof to be associated with RW winter (summer)
seasonal mean 700 mb height for the area north
of 20°N.

c. Extreme cases of (anti) persistence

Figure 2 shows the highest and the lowest pattern
correlation over the area ¢ > 20°N as a function of
season that occurred during the record of 20 AC and
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FIG. 2. As in Fig. 1 except the highest and the lowest pattern
correlation found in the RW (solid line) and AC (dashed line) run.

28 RW years. Both the RW and the AC run produce
individual cases of remarkable persistence (~70) and
anti-persistence (~ —60). In agreement with the sea-
sonality of the standard deviation (see Table 4) the
values in Fig. 2 deviate farther from zero in winter
than they do in summer. For all quantities considered,
500 mb height, sea level pressure and thickness, ex-
treme persistence is higher than (in absolute value) ex-
treme antipersistence, which indicates a small shift of
the entire frequency distribution of PCs towards pos-
itive values. This shift is particularly clear in the RW
- thickness curves and, in fact, negative PCs in summer
have hardly been observed, which is a strong indication
of the importance of long time scales in the RW sum-
mer thickness fields.

It is hard to see any systematic differences between
the AC and RW curves in Fig. 2, at least for 500 mb
and sea level pressure. In other words, extreme persis-
tence or antipersistence in AC is not very different from
that in RW. This agrees with our earlier conclusion
that persistence in RW, from a practical point of view,
is not much higher than it is in the AC. However, the
differences between RW and AC show up quite clearly
again in the thickness fields. In nearly all months ex-
treme persistence in the RW for thickness is stronger
than in AC while extreme antipersistence in RW is
weaker than in AC.
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It is of some interest to display the geographical pat-
terns of the most persistent anomalies in the AC run.
Figure 3 shows the 500 mb anomalies in the December
and adjacent January leading to PC = 76% for the area
¢ = 20°N. One may speculate that in this case a mode
of sufficient growth rate and low enough frequency has
been excited, although the anomalies shown in Fig. 3
do not resemble any of the more unstable modes dis-
cussed in Simmons et al. (1983) for a barotropic model.
The major contribution to the autocorrelation in Fig.
3 seems to come from zonally symmetric anomalies,
a seesaw between high and lower Northern Hemisphere
latitudes. Further inspection of all cases satisfying PC
= 50 for 500 mb height anomalies over the area
¢ = 20°N (11 cases, almost all of them in the winter
season and 4 of them D/J) reveals that in the majority
of cases the zonally symmetric north-south seesaw was
pronounced and (obviously) persistently present. It is
worth pointing out that the first empirical orthogonal
function of RW seasonal mean 500 mb winter data
(Lau, 1981) and the regime average of quasi-stationary
daily 500 mb height data (Horel, 1985) do show a very
similar north~south seesaw. Among the persistent zonal
asymmetries in Fig. 3 we recognize modes similar to

- the western Pacific and North Atlantic Oscillations

(Wallace and Gutzler, 1981). Therefore, we conclude
that the most persistent anomalies produced by the AC
run have a realistic geographical pattern.

The 11 cases were selected on persistence over the
area ¢ = 20°N. Averaged over the same 11 cases, PC
over the Southern Hemisphere was close to its normal
value. In other words the persistent anomaly pattern
that showed up in the mid- and high latitudes of the
Northern Hemisphere were not part of a global locked-
in mode.

d. Geographical distribution

The geographical distribution of autocorrelation can
be studied suitably by employing a temporal correla-
tion, TC, defined by (3). Figure 4 shows the zonal av-
erage of TC, as a function of latitude, for December
to January for 700 mb height anomalies. The distri-
bution of TC with latitude in the AC run (dashed line)
is rather suggestive. At 50°S and 50°N, fast traveling
cyclones dominate the entire spectrum and therefore
TC is very low (5%). In the subtropics of both hemi-
spheres, sluggish anticyclones increase month-to-
month persistence. In the cold domes of air covering
the poles the atmosphere is very stable and anomalies
near the surface, once created, tend to persist a long
time. Finally we note the complete lack of long time
scales in 700 mb height anomalies over the region
equatorward of 30°N (in December-January). These
features are in almost complete disagreement with RW
data (solid line, north of 15°N only). In the RW, au-
tocorrelation seems to increase monotonically with
decreasing latitude, reaching values as high as 60%
at 15°N,
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FI1G. 3. The anomaly fields of the monthly mean 500-mb height occurring in (a) December of year 3 in
the AC run, and (b) the adjacent January of year 4. The pattern correlation coefficient (in percentage)

between these two maps, for the area ¢ = 20°N, is 76; for the NH, SH and the whole globe this figure is 75,
17 and 64 respectively.
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FIG. 4. The zonal average of the temporal December to January correlation (per-
centage) of anomalies in monthly mean 700 mb height fields as a function of latitude.

, In the AC run (dashed line) there are 20 Dec/Jan combinations, in the RW (solid line)
28. '
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The question is whether the differences in latitudinal
distribution of TC between RW and AC have any
physical implications. To some extent we might study
here differences caused by artificial problems such as
trends. The high autocorrelation near the poles in the
AC run calls for an explanation. Either the dynamics
in the polar region of the CCM are different from those
in the RW or (contrary to expectation) interaction with
the underlying surface decreases the lifetime of anom-
alies in the polar atmosphere of the real world. As to
the high autocorrelation of the RW at latitudes south
of 35°N it is worth mentioning that changes in ob-
serving and/or analyzing systems could easily introduce
nonphysical low-frequency variability in RW data,
especially in areas where the true interannual variability
is low. Therefore, the high autocorrelation at low lat-
itudes in the RW is somewhat suspect. To the extent
that it is real, the interaction with the lower boundary
seems a good candidate to explain high persistence in
low latitudes. As we have seen in recent years (see Qui-
roz, 1983, for example) anomalies in various tropical
circulation and Pacific SST indices are persistent over
long periods of time, much more so than midlatitude
height anomalies. This makes it qualitatively acceptable

that autocorrelations in 700 mb height anomalies are .

relatively large in the low latitudes of the real world
and low in the AC model.

e. Lags 2 and 3 months

In this section, we discuss the decay of autocorre-
lation in the AC run with increasing lag. The quantity
selected is 700 mb height (since it has one of the highest
one-month autocorrelation to start with). Table 5 shows
average PCs in the area north of 20°N for all months,
i.e., January/February, January/March, January/April,

. . etc., and yearly pooled PCs for lag 1, 2 and 3
months. The decrease of autocorrelation with lag is
quite evident; the yearly pooled value at lag 2 is only
3.0. The decrease from 9.6 to 3.0 is somewhat slower
than in a red noise process; in that case the yearly
pooled autocorrelation at lags 2 and 3 would be 0.92
and 0.08, respectively. So there is some residual au-
tocorrelation at large lags, the nature of which can be
investigated better by using the TC.

Figure 5 shows the zonal average of TCs at lags 1, 2
and 3 months averaged over the year. In agreement
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with the results for PC, the lag 2 TC is generally much
less than TC at lag 1, and there is no further decrease
from lag 2 to lag 3. Spatially averaged TCs (over
¢ = 20°N) are not much different from the PCs so the
trend problem does not seem to be particularly large.
Concentrating on ¢ = 20°N, one can observe a some-
what erratic behavior of TC with latitude. There are
areas where the lag 3 correlation is higher than the lag
2 correlation and close to the lag 1 correlation. In the
Southern Hemisphere, the correlation decreases more
regularly with lag, although slower than in a red noise
process.

4. Conclusions and discussion

The primary aim of this study is to assess whether
an interactive lower boundary has a substantial influ-
ence on the level of persistence of anomalies occurring
in the earth’s atmosphere. We measure persistence by
calculating month-to-month correlation of large-scale
anomalies appearing in monthly mean atmospheric
fields. Here we compare month-to-month correlations
in data generated by a general circulation model in-
tegration (in which the lower boundary is prescribed
and going through 20 identical annual cycles) to similar
calculations for the real world (RW). We realize that
there may be more reasons for differences between AC
and RW data than just a different treatment of the
lower boundary. Nevertheless, we feel confident about
three conclusions:

1) The level of month-to-month persistence in the
RW over the extratropical Northern Hemisphere is
somewhat higher than that in the AC, most convinc-
ingly so in the 500-1000 mb thickness field.

2) The largest differences occur in summer when
the CCM, in the annual cycle mode, does not produce
the summer maximum in persistence characteristic to
the RW Northern Hemisphere extratropical circula-
tion.

3) In spite of some small differences emphasized in
conclusions 1 and 2, the most striking feature perhaps
is that month-to-month persistence in extratropical
RW and AC anomalies is generally at the same very
low level.

The absence of a maximum in persistence of anomalies
in summer in the AC run naturally leads to the ques-

TABLE 5. The average pattern correlation (%) of anomaly patterns in the 700 mb height over the area north of 20°N
for lags of 1, 2 and 3 months in the AC run.

Base month
Lag Jan* Feb - Mar Apr May Jun Jul Aug Sep Oct Nov Dec Yr
1 16 9 8 14 6 4 5 11 11 7 5 19 9.6
2 12 -3 2 3 11 0 6 -2 1 4 -2 B 3.0
3 9 -2 -2 4 3 0 -3 -2 4 8 10 10 3.1

* 16, 12 and 9 give the correlation between January and February (16), January and March (12) and January and April (9), respectively.
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FIG. 5. As in Fig. 4 but for AC (700 mb height) at lags 1, 2 and
3 months, for yearly pooled calculations.

tion: What is missing in the model run, or present in
the RW data that provides the maximum in persistence
in summer in the RW? One may think here of feedback
on soil moisture deficits over the continents which has
been suggested by many workers (e.g., Namias, 1980)
as the reason for persistent blocking events and asso-
ciated heat waves in certain summers over the North
American continent. Another possibility is that anom-
alies in forcing have a larger impact on the circulation
in summer than in any other season. It is not too clear
why this would be, although some speculations on this
issue have been summarized by Haney (1984).

Our results concerning month-to-month persistence
are consistent with Chervin (1986) who considered the
interannual variability by comparing the variance of
seasonal means in AC and RW. Chervin found that
over the area ¢ = 20°N, interannual variability of sea-
sonal mean 700 mb and 1000 mb height is, in general,
not higher in the RW than in the AC. This fits in quite
well with our conclusion (based on the pattern corre-
lation) that persistence in RW fields is not much higher
than in AC’s height fields.

To add credibility to the conclusion that RW and
AC have nearly the same interannual variability in the
Northern Hemisphere midlatitudes, Chervin (1986)
made several additional extended CCM runs. In one

of these runs, denoted here as ACVAR, the sea surface
temperature went through the exact month-to-month
evolution as observed during May 1958-April 1973
(Oort, 1983). Since the lower-boundary condition has
interannual variability in this 15-year run (albeit, not
interactive) one would expect the ACVAR run to re-
semble RW more closely than AC does. In fact, the
month-to-month pattern correlation coefficients in
ACVAR as a function of the time of the year are vir-
tually indistinguishable from those presented in Fig. 1
for the AC experiment. Table 6 gives the average PC’s
for AC and ACVAR for all areas and all quantities

considered. A parameter that has appreciably more ‘
persistence is the net energy transfer at the earth-at-
mosphere interface. This was to be expected. However,
in the interior of the atmosphere the more persistent
forcing anomalies at the lower boundary seem to have
little or no impact, persistence in height and temper-
ature fields in AC and ACVAR being very similar. In
Table 7 we make a three-way comparison between AC,
RW and ACVAR and it is clear that in the extratropics
of the Northern Hemisphere, AC and ACVAR are
much more close to each other (in terms of persistence
of anomalies) than any of the two is to RW. Figure 6
(top) shows the zonally averaged TC at lag 1 month
for 700 mb height anomalies in AC and ACVAR. As

TABLE 6. Pattern correlations (%) at 1 month lag for anomalies in monthly mean patterns of various quantities occurring in the AC and
ACVAR runs. For each area and each quantity the average pattern correlation over 239 (AC) and 179 (ACVAR) month pairs is given. The

results are for the whole year. .

v

Anomaly
Area Quantity U3 T7 CUV3 CVT85 SU3 SV3  Z95 z7 zs5 Z3 . ENETS
Globe AC 899 759 151 0.69 137 342 1259 1294 1222 1241 407
' ACVAR 1180 894 148 0.88 281 296 1300 1179 1081 1250 9.76
¢ = 20°N AC 802 785  0.67 1.25 089 369 856 955 943 968 4.48
_ ACVAR 10.14 738 147 1.59 311 417 9.7 902 881 10.16 9.31
Northern .  AC 804 823 072 1.17 099 307 945 1004 954 10.31 3.98
Hemisphere ACVAR 1136 861  1.65 1.60 276 347 1077 974 911 1107 11.08
Southern AC 950 6.68  2.56 0.75 179 314 1478 1492 1394 13.74 373
Hemisphere 'ACVAR  11.64 894 = 140 . 0.82 279 222 1351 1280 1205  13.86 8.71
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TABLE 7. Average pattern correlation for the area ¢ = 20°N at
1 month lag for the AC, the RW, and the ACVAR runs. Results
are for the whole year.

AC RW ACVAR
Quantity ave sd ave sd ave sd
Z5 9.4 23 14.0 2 9.0 25
Z95 (Py) 8.6 25 13.0 23 9.2 24
Z5-795 (Z5-Z10) 6.9 19 20.0 20 7.5 20
Total cases 239 342 179

can be seen, the lifetime of anomalies in the tropical
strip did increase substantially from AC to ACVAR
but in the extratropics the effect of interannual vari-
ability in SST is not convincing. The increased persis-
tence in Z7 anomalies in the tropical strip was not
clearly visible in Table 6 because the interannual vari-
ability in Z7 in the tropics is so small compared to that
in the extratropics (see bottom panel, Fig. 6). In sum-
mary, the comparison of AC and ACVAR does not
contradict our earlier conclusion (no. 3) that interan-
nual variability of the lower boundary does not increase
substantially the lifetime of anomalies in midlatitudes.

We can offer only some speculation as to why the
ACVAR results do not help at all to explain the small
but significant differences between RW and AC (con-
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clusions 1 and 2): (i) The atmospheric variability as-
sociated with interannual variability of the lower
boundary is not additive to, but may be a substitute
for natural variability of the midlatitude atmosphere.
(ii) Using prescribed interannually varying SST is still
a long way to go to a truly interactive lower boundary.

A possible explanation was advanced in Van den
Dool (1983) for the observed level of and seasonality
in month-to-month persistence of large-scale flow
anomalies. In that paper, persistence was ascribed to
steady anomalous forcing and the seasonality in per-
sistence to the annual march of the background flow.
The results of the present paper provide only partial
support to reinforce Van den Dool’s findings. In the
AC model, we are sure that steady anomalous forcing
is virtually absent. (We actually checked this by cal-
culating the very low persistence of the anomalous en-
ergy flux at the surface and also calculating other forc-
ings of the mean flow such as eddy fluxes. See Table
2.) If linear dynamic theory were valid and if the
monthly mean atmosphere were in equilibrium with
the anomalous forcing, we therefore expect persistence
to be lower in AC than in RW. And, indeed, that is
what we find, both on an annual mean and on a month-
by-month (for temperature only) basis. The disagree-
ment with Van den Dool (1983) is in the persistence
in the AC model in the winter months (20%) which
comes about without the various anomalous forcing
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FIG. 6. Upper panel: the zonal average of the temporal month-to-month correlation
coefficient (percentage) of anomalies in monthly mean 700 mb height fields as a function
of latitude in the AC (dashed) and ACVAR (solid) run. Lower panel: the zonal average
of the temporal standard deviation (gpm) of anomalies in monthly mean 700 mb
height fields as a function of latitude in the AC (dashed) and ACVAR (solid) run. The

results are in a yearly pooled data mode.
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terms to be persistent. Apparently the internal dynam-
ics can produce an appreciable amount of low-fre-
quency variability in the winter-half year. This implies
that the time-mean AC atmosphere is not quite in
equilibrium with the anomalous forcing. In the winter
months we might look upon the AC model as one of
Brownian motion described by

dx

7 AX + €

where X is monthly mean height, temperature or wind
anomaly, and ¢ the forcing of monthly mean anomaly
flow. Clearly, when dx/dt is small the response X has
the same autocorrelation as ¢ (close to zero). This is
apparently the case in summer. If dx/dt is nonnegligible
the autocorrelation of X may be larger than that of ¢
(winter). In fact, we can evaluate in that case the feed-
back coefficient. On the assumption that ¢ has zero
autocorrelation at lag 1 month, the feedback parameter
is given by A = In(PC)/month. Since PC ~ 0.20, A
~ 6.1077 sec™!, or a damping time scale (working on
height anomalies) of 15 days. This happens to be close
to the coefficient for Rayleigh damping used in most
linear modeling studies concerning stationary waves.

As a by-product of this study we have found that
over the area north of 20°N there is good agreement
in the spatial degrees of freedom (dof) in monthly mean
height fields in RW and AC. (See Tables 2 and 4.) This
means that the AC run produces anomalies that have
about the right spatial scale. In fact the spatial dof for
height fields is amazingly low and ranges (for ¢ = 20°,
500 mb height) from 15 to 20 in winter to about 40 in
summer. Further evidence of correct model behavior
is that the most extreme individual cases of persistence
are characterized by a strong zonally symmetric seesaw
between the high and midlatitudes of the Northern
Hemisphere, a feature also seen in the first empirical
orthogonal function associated with winter mean 500
mb heights (Lau, 1981). So both in a statistical sense
(dof) and in special cases the anomalies look qulte re-
alistic.
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