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Empirical model of dynamics: Objectives: Forecast products and use
.  Develop and operationalize a skillful sub-seasonal forecast model based on the statistics of the system. LIM forecast and spread for NAO oaated for Tue 15 5em 2070
L’near Inverse MOde’ (LIM) * |dentify “forecasts of opportunity” using the expected skill derived from the model signal-to-noise ratio. 0] T eeenpoz0
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e Extract the dynamical properties of the system from its observed statistics. B I airtss
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If nonlinearities are mostly fast then on slower seasonal
time scales, they are essentially unpredictable.
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Sub-seasonal forecast models
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parameterized to retrieve their slow aggregate effect. LIM f\/\/
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linear stochastically forced dynamics:  Variables are weekly-averaged coarse-grained 5-deg resolution, — | NN Facifc
and truncated in EOF space (retaining about 60 — 90% variance) Tropical heating 20— 20N 23 ,
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dt = LX TI e 12 seasonal L operators, each trained on a trimonthly period, L Stratospheric geopotential height 10 hPa and 100 hPa; 30°N — 90°N 12 2 of %g
(t) is the stat tor at time ¢ with the EOFs truncation done accordingly. ) o ’
x(t) is the state vector at time t, : 4
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L is a stable Ilngar operator, comlf?lnmg slowollnea.r. e 11 reforecasts * 4 daily reforecasts x 4-day lagged ensemble (16 mem) T
processes and linearly parameterizable nonlinearities +  Horizontal res: Tco639/319 (16 km until day 16, 32 km beyond) * Horizontal res: T126 (~100 km) Example Forecast S SRR R S R R
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- - e All models share same regions of high skill in weeks 3-4, over
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the North Pacific and central Atlantic.
Ilnear dvnamICS  LIM offers more skill over Scandinavia than IFS and CFS Week 4,
. . . . * Using the expected skill derived from the LIM, can identify rieh LIV
 The linear operator, L, is obtained from covariance o : expecte
. : forecasts of opportunity in both the LIM itself as well as the skill
statistics of the state variables (e.g. AR1).
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* Eigenmodes of L represent different oscillatory 7 2
evolutions, with various periods and exponentially IFS CFS LIM s | BREp S S =
decreasing amplitude with time. | Week 4 < 4 \ & _ LIM probabilistic forecasts and forecasts of opportunity
MSLP (anomaly correlation) X ain X s o L .
eigenmode constructive / destructive interference. . and coverage of T2m probabilities across North America.
e  Higher expected skill = higher probabilities.
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* The LIMis a low-order model (prefiltered in EOF space) with 500 hPa geopotential heights (anomaly correlation) 11° expected 3 E
0(10) degrees of freedom. : 2 & il ? S 02 skill :
. . . " ” . ‘( M? g 40 g 70 . 40
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Forecast error, €, is only a function of lead-time k.
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